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Presenter
Presentation Notes
Thank you this opportunity to present our corporate overview.
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Who are Solarflare?

Software Defined NICs Network Analytics Security

XtremeScale™ Technology
Universal Kernel Bypass
Applications
• Storage
• NVMEoF
• Financial Trading
• Telco
• Web
• Databases

SolarCapture® appliances for 
packet capture and network 
analytics provide visibility 

into network traffic for 
compliance and security

SolarSecure® Domain Fortress™ 
controller appliances, and NIC-
based ServerLock™ software, 

secure traffic inside data 
centers by creating and 

managing server firewalls

Presenter
Presentation Notes
Our product portfolio includes three sets of products:

1. Software Defined NICs – a very high-performance line of Ethernet adapters incorporating our own Ethernet controller ASICs and our Universal Kernal Bypass software for ultra-low-latency communications.

2. The second set of products in our portfolio is SolarCapture for Network Analytics. We have the unique capability of capturing packets without loss up to 40Gbps and network analytics software which provides visibility into network traffic for performance management, compliance and security.

3. And third, our SolarSecure products are designed to secure the majority of network traffic which is inside the data center. We do this with NIC-based firewalls and appliances to manage many server firewalls.
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Solarflare Communications

We design ultra high 
performance chips, 

adapters cards, software 
and turnkey systems

Deployed in enterprise, telco and cloud 
data centers

For the world’s most 
demanding 
customers

Presenter
Presentation Notes
Let’s start with a one-slide description. 

We design highly-innovative, ultra-high-performance chips, adapters cards and software--which are deployed in enterprise, telco and cloud data centers--for the world’s most demanding customers.

Now, in the following slides let’s add some color with details about our products, technology and business.
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Market Leader in Networking for Electronic Trading

HFT Server Farm

UDP
Kernel Driver

Packet Receive

RCV 
from 
wire

Mkt Data Decode,
Order Book Update, 
Trading Algo, OMS 

TCP
Kernel Driver
Packet Send

Xmt
to 

wire

Mkt Data Decode,
Order Book Update, 
Trading Algo, OMS 

UDP
Onload
Packet 
Recv

TCP
Onload 
Packet 
Send

• Onload™ kernel bypass software and ASIC hardware is compatible with standard Ethernet 
and dramatically reduces latency vs. NIC driver

• Physical partitioning eliminates jitter and support many concurrent HFT apps
• Value to one customer: $60,000/year/µs/Ethernet port ($24m/100 ports)

NIC with Std. Driver
4,000 ns Latency

NIC with Onload
1,250 ns Latency

NIC with Onload & TCPDirect + FPGA with Lightspeed TCP
120 ns Latency

Delivering Lowest Tick-to-Trade Latency

Mkt Data Decode,
Order Book Update, 
Trading Algo, OMS 

Presenter
Presentation Notes
Our focus for the last several years has been on delivering networking solutions for applications which require very low-latency without jitter.

The result is today we are the market leader in networking for electronic trading with the lowest tick-to-trade latency, and with 9 of the top 10 exchanges using our products.
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Selected Customers

Presenter
Presentation Notes
The result of our innovative networking technology, our excellent product quality, and our maniacal focus on customer service, is a very unique ability to satisfy many of the world’s most demanding customers.

Our customer list demonstrates that Solarflare thrives in harsh, high-performance application environments including electronic trading, content delivery and cloud hosting.
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The Modern Data Center

Scale Out

NVMe Flash Storage Servers Secured with Hardware

Containerized

Software Defined Everything

Instrumented for TelemetryUltra Scale Connectivity

Designed for Neural-Class Networks

Presenter
Presentation Notes
By keeping pace with market trends, Solarflare is well-positioned to meet its growth objectives.

Our capabilities are ahead of the pack with respect to the evolution of modern data centers which are designed to support neural-class networks.

We believe our new class of software-defined NICs will address these seven trends which are driving the evolution of server networking in neural-class networks:
Software-defined everything architecture
Scale-out growth
NVMe flash storage
Ultra-scale connectivity
Instrumentation for Telemetry
Servers secured with hardware
And a migration from virtual machines to containers
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Two Megatrends Leading to Neural-Class Networks

IoT Mountains of data

Big data analytics “Neural-class networks”
for AI and non-AIBusiness

Applications

Data
Center

Infrastructure

Cloud data centers Software defined everything

New Class of Network: High Bandwidth ● Ultra Low Latency ● Software Defined ● Instrumented 
for Telemetry ● Secure with HW Firewall ● Ultra Scale Connectivity

Presenter
Presentation Notes
Looking forward, two megatrends are driving the evolution of data center infrastructure (above) and the business applications (below) which they support.

Both megatrends are highlighted by the emergence of real-time analytics, artificial intelligence and ultimately a new generation of computers called “neural networks,” where clustered servers work together like neurons in a human brain.

With the Internet-of-Things feeding mountains of data to compute environments with thousands of servers, each with the need for thousands of neural connections, the advent of neural-class networks is having a profound impact on server connectivity.

A pervasive need is emerging for a new class of software-defined NICs with high-bandwidth, ultra-low latency, ultra-scale connectivity--that are instrumented for telemetry--and that can provide hardware-based security for any server.
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“Neural-Class” Networks for AI and Non-AI

Huge Growth in Internal (server to server) Traffic Ultra Scale Connectivity

Cluster Nodes

1.35 Billion Users

Presenter
Presentation Notes
Facebook is a hyperscale cloud service provider which publishes information about their data center environment.

Their data centers are not built entirely for deep learning, but they are truly “Neural Class.”

Their environment includes hundreds of thousands of servers and cores which must be interconnected…and the massive traffic between cores inside their data centers requires low-latency connectivity in order for us to post or access information quickly from our Facebook account.
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Growing Inter-Data Center Traffic and Threats

2015 2016 2017 2018 2019 2020

Data Center to User 744 933 1,164 1,438 1,772 2,183

Data Center to Data Center 346 515 713 924 1,141 1,381

Within Data Center 3,587 5,074 6,728 8,391 10,016 11,770

 -

 2,000

 4,000

 6,000

 8,000

 10,000

 12,000

 14,000

77% of IP Traffic is Within Data Center, 90% if Rack-Local Traffic is Included.

As internal traffic grows, so does:
• The importance of protecting 

servers from internal threats

• The number of virtual connections 
between cores, VMs and containers

• The need for scalable ultra low 
latency connections between cores, 
VMs and containers

http://www.cisco.com/c/dam/en/us/solutions/collateral/service-provider/global-cloud-index-gci/white-paper-c11-738085.pdf

Exabytes

Presenter
Presentation Notes
This data from the Cisco Cloud Index report shows that IP traffic comprises 77% of traffic within the data center, and over 90% if you include rack-local traffic.

The report also says that IP traffic within the data center is growing at an annual compound growth rate of over 26% per year through 2020.

For Solarflare customers, this data means that as internal traffic grows; the importance of protecting servers from internal threats grows; the number of virtual connections between cores, VMs and containers grows; ands the need for ultra-low-latency connections between cores, VMs and containers grows.
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Ultra High Bandwidth

Speeds up to 100Gbps and 
cut-through technology to 

improve CPU efficiency

Ultra Low Latency

Universal Kernel Bypass 
accelerates performance of 
distributed environments

Software Defined

Tailor networks to the 
specific needs of your 

applications

Ultra Scale Connectivity

Hardware Security Instrumented for Telemetry

Thousands of virtual NICs and 
network flows for fine-grain 

network connectivity

Server-level security enforced 
in the NIC a safeguard for 

heavy inter-data center traffic

Monitor, capture and analyze your 
network traffic to improve compliance, 

performance and security

Solarflare XtremeScale™ Architecture
For Neural-Class Networks

<1µ

Software Define Storage Clusters

Block File Object

NFV Clusters

vRouter vSwtch vLoad 
Balancer

Trading App Clusters
Price 

Engine

Cloud Platform Clusters

Orchestration

AI Clusters

Machine Learning Deep Learning

Neural-Class Network: Distributed apps running on thousands of interconnected cores.

Feed 
Handler

Algo
Trading

Presenter
Presentation Notes
To address the needs of modern data centers, Solarflare has developed the XtremeScale Architecture for neural-class networks.

The center band represents modern data centers populated with server clusters hosting traditional business apps, storage and networking apps, AI apps, and cloud platforms.

Solarflare has identified six technologies which next-generation NICs must support in order to keep pace with the requirements of the neural-class networks inside these data centers.

The six technologies form the pillars of the Solarflare XtremeScale architecture and underpin the design of Solarflare products.

Solarflare products incorporating the XtremeScale architecture are:

Ultra-high bandwidth up to 100 gigabits per second
Ultra-low latency of less than 1 microsecond
Ultra-scale with connectivity to thousands of virtual connections per NIC
Software defined with APIs for applications to enable network acceleration, monitoring and security
Secured by hardware firewalls inside the Solarflare controller ASIC
And instrumented for packet telemetry based on the ability to capture packets at speeds up to 100 gigabits per second
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Pioneering a New Class of Packet Processing NIC

Major Differences

Solutions
Massive Processing Power
Packet Processing at Line Speed
Packet Processing Protocols
100% Programmable
High Bandwidth
Ultra Low Latency
Expensive

High Bandwidth
Basic Network Protocols
Inexpensive

Packet Processing at Line Speed
Packet Processing Protocols
Basic Network Protocols
High Bandwidth
Ultra Low Latency
Programmable
Inexpensive

NPU/FPGA

Software Defined 
NICs

NRE Product Cost

NIC Software Defined NIC NPU/FPGA

General
Purpose

NIC

General 
Purpose

NIC

Presenter
Presentation Notes
Responding to the need for a more cost-effective solution for packet processing inside a server, Solarflare pioneered a new class of NICs with FPGA like performance, but with a price like a general purpose NIC.

These software defined NICs consume far less power, far less software engineering, and far less capital than FPGAs and NPUs.

Solarflare is first with packet processing for the masses, filling a large, growing, and foundational need in the software defined data center market. 
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NVMe over Fabrics Changing Flash Storage

App Server with NVMe SSD JBOF (Just a Bunch of Flash) AFA with NVMe SSDs

Ethernet NVMe Fabric

Flash Storage can now be placed anywhere and accessed with local storage performance

NVMe over Fabrics = Extension of PCI bus protocol over a network

NVMe SSD PCIe interface instead of SAS/SATA

Presenter
Presentation Notes
Networking storage is another key technology arena.

In this area, low-latency NVMe SSD is fast replacing SAS/SATA SSD to become the basic storage building block inside server-based storage, and inside all flash arrays.

NVMe storage has a PCIe interface, so disaggregating storage is made possible the NVMe over Fabrics protocol which extends the PCIe protocol over a network.

With the NVMe over Fabrics protocol, NVMe flash storage can be placed anywhere and accessed with local storage performance.

App servers now have low-latency access to internal SSDs, SSDs in other app servers, and to SSDs in all flash arrays.
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Solarflare Pioneering NVMe-oF Using TCP

Application

File System / Block IO

NVMe Transport / Driver

NVMe FC Plug-in NVMe RoCE Plug-in NVMe TCP Plug-in

FC4 Stack

FC Driver

RDMA OFED Stack

UDP

NIC Driver

NVMe iWARP Plug-in

RDMA OFED Stack

TCP

NIC Driver

TCP

NIC Driver

Fibre Channel Switch DCB Ethernet Switch L2 Ethernet Switch L2 Ethernet Switch

• Low latencies of 
NVMe local flash 
storage over 
POSIX compliant 
TCP/IP networks.

• Scales to large 
numbers of 
connections 
across the data 
center

• Out-performs 
RDMA

• Least expensive 
switching 
infrastructure

Presenter
Presentation Notes
There are multiple ways to implement NVMe over fabric support in a server including Fibre Channel, RoCE and iWARP.

A fourth approach which is unique to Solarflare is to use native TCP/IP networks.

We believe this offers the advantages of interoperability with existing networks, connectivity with our ultra-scale technology, the lowest cost switching infrastructure, and we out-perform the other approaches.
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NVMe oF
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NVMe oF
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Pervasive Need for High-Performance Packet Capture 
& Network Analytics Which are Cost Effective 

Gbps

Providing 
lossless 
capture

Reducing Mean-
time-to-detect

Identifying performance bottlenecks

Time 
stamping 
packets

Feeding NPM, 
security and 
business 
analytics

Providing visibility of live streams

Presenter
Presentation Notes
The next technology trend which is occurring alongside the trend towards packet processing inside servers, is packet capture and analytics.

The same applications that want to inspect, steer and shape packet flow, also want to capture the packet data for troubleshooting, performance optimization and for different types of analytics.
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Solarflare Pioneering High-Performance, Cost-
Effective Packet Capture  & Network Analytics

SolarCapture Appliances & Systems
100% Lossless Packet Capture to 40Gbps

Presenter
Presentation Notes
The ability of Solarflare NICs to do packet processing allows the company to offer a new class of powerful, but cost-effective packet capture and network analytics solutions.

SolarCapture appliances provide 100% lossless packet capture up to 40 gigabits per second, and our analytics software allows users to quickly pin-point important activity for each stream captured.

SolarCapture represents a new class of high-end, but affordable, packet capture and network analytics offerings which compares very favorably to expensive alternatives from Riverbed, NetScout and Endace.



© 2017 Solarflare Communications, Inc. – Confidential & Proprietary 18

Solarflare Pioneering Security Inside the Data Center

SolarSecure NIC-Based Firewalls

APIs

ServerLock™ firewalls deployed for physical servers, 
VMs and/or container microservices

Presenter
Presentation Notes
The ability of Solarflare NICs to do packet processing is a platform for a variety of applications including security, packet capture and network analytics.

Solarflare has also developed an innovative solution for security inside the data center…NIC-based server firewalls.

ServerLock software resident on the NIC can be configured to allow, or not allow specific types of traffic to the server.

Multiple ServerLock firewalls are managed by a DomainFortress controller from Solarflare.

The ServerLock firewalls can also be enabled from user space thought Solarflare APIs.

We believe this innovation from Solarflare is another new building block for software defined data centers which will become common in the future.
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Solving Inter-Data Center Access Security

40GbE to Core

10GbE to ToR

APIs

APIs

HW-Based Server Firewalls can Block Application Traffic Without a Valid Reason to Communicate

APIs

APIs

APIs

APIs

APIs

Domain Fortress™ Controller enables 
and manages ServerLock™ firewalls

ServerLock™ Firewalls deployed for 
physical servers, VMs and/or 
container microservices

Presenter
Presentation Notes
This reference architecture shows how Domain Fortress and ServerLock™ work together.

The Domain Fortress controller is on the right.

It enables ServerLock™ server firewalls, and manages the separate polices, for each of the physical servers, virtual machines and/or containers on the left.
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Solarflare XTremeScale Portfolio
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Solarflare Expansion Beyond NICs and HFT

Electronic 
Trading Enterprise Cloud Telco

Network 
Performance 
Management

Government

Technology Building Blocks
(Hardened Silicon, Firmware, Software, Intellectual Property)

Software Defined NICs + SoftwareSoftware-Defined NICs and Software
Packet

Capture
Solutions

Security
Solutions

Presenter
Presentation Notes
In 2017, Solarflare is expected to expand its business rapidly and experience double-digit year-over-year growth.

The company will grow by leveraging its technology into new products and into new markets.

For example, in 2017 Solarflare will introduce packet capture and security solutions, and will expand its business into the telco, network performance management and government segments of the high-performance networking market.
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Neural-Class Networks Made Simple
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